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ABSTRACT

Using synthesis- and AI-planning-based approaches, recent works
investigated methods to support engineers with the automation of
design, planning, and execution of multi-robot cells. However,
real-time constraints and stochastic processes were not well
covered due, e.g., to the high abstraction level of the problem
modeling, and these methods do not scale well. In this paper, using
probabilistic model checking, we construct a controller and
integrate it with reinforcement learning approaches to synthesize
the most efficient and correct multi-robot task schedules.
Statistical Model Checking (SMC) is applied for system
requirement verification. Our method is aware of uncertainties and
considers robot movement times, interruption times, and
stochastic interruptions that can be learned during multi-robot cell
operations. We developed a model-at-runtime that integrates the
execution of the production cell and optimizes its performance
using a controller-based AI system. For this purpose and to derive
the best policy, we implemented and compared AI-based methods,
namely, Monte Carlo Tree Search, a heuristic AI-planning
technique, and Q-learning, a model-free reinforcement learning
method. Our results show that our methodology can choose
time-efficient task sequences that consequently improve the cycle
time and efficiently adapt to stochastic events, e.g., robot
interruptions. Moreover, our approach scales well compared to
previous investigations using SMC, which did not reveal any
violation of the requirements.
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1 INTRODUCTION

Automotive production involves the design, planning, and
commissioning of multi-robot cells that are usually set up on the
assembly line site [4]. The manufacturing process, e.g., spot
welding [34], defines how parts must be added, or assembled, and
moved from one production cell to another for further processing.
In each production cell, the manufacturing process defines
requirements that must be fulfilled to achieve a high-quality end
product. Among others, we distinguish critical, safety, quality, and
performance requirements. Due to the intrinsic complexity of
requirements and manufacturing processes, e.g., spot welding, the
design, and planning of the orchestration of multiple robots in a
production cell is a challenging, usually manual error-prone, and
time-consuming task. For example, robot engineers must ensure
that no collision occurs during the manufacturing process
execution. Moreover, multi-robot cell systems can be subjected to
unexpected events that include, e.g., the manufacturing process
interruptions, mechanical failure on a robot welding gun, and
amendments to the production process. Due to the commissioning
time constraints and production process requirements, this aspect
of uncertainties is usually not well covered in practice. Using a
dynamic task reallocation mechanism, self-adaptive
systems [7, 26] can provide a solution to address uncertainties.

To address the problem of planning and task allocation, recent
approaches [12, 13, 27, 28, 32, 42, 43] provided tools for the formal
specification of system requirements, the build and execution of
correct-by-construction system controllers. However, at the
reactive controller level, these approaches do not address real-time
constraints or probabilistic processes. Moreover, these methods do
not scale well as the size of the system increases, e.g., the number
of robots, the number of robot tasks. Reinforcement learning (RL)
methods, such as Q-Learning [36], can optimize system decisions.
To this end, the RL agent interacts with its environment, receives
rewards according to selected actions, and adapts its behavior to
optimize its accumulated reward. However, in some contexts, such
as multi-robot cells, the RL agent actions must be guarded to
always select requirements-compliant actions, e.g., collision-free
actions. Additionally, the set of RL agent actions varies from a
system state to another.
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In this paper, we address the challenges raised above in the
following contributions.

1. Time- and probabilistic-constrained model. To address
real-time constraints and probabilistic approaches at the controller
level, we specify the system requirements and environment
assumptions using Prism [22], a probabilistic model checker for
formal modeling, and analysis of systems with probabilistic
behavior. The specification considers multi-robot cell components,
such as tasks, robots, collision requirements, and task dependency
constraints. The specification model also includes the movement,
task and interruption times of each robot, and the interruption
probabilities. In fact, the model supports the occurrence of
unexpected events during production cell operation. The
specification model can be produced from the robot cell
description provided by robot programmers. Using model
checking, the specification model is checked against requirements,
such as cycle completion or that a robot must not be interrupted
indefinitely.

2. Integrated model execution: Model-at-runtime.We also
provide an executor engine based on the Prism simulation engine
to execute the Prism model. It permits the computation of all
possible states given a system action, and also all possible system
actions given a state. The executor engine can be integrated with
robot services, such as ABB Robot Web Services, to connect the
executor to a virtual or real production cell. This paper introduces
a controller-based safe reinforcement learning architecture, as
illustrated in Fig. 1. Using Prism, we produce a safe controller,
including a (sub optimal) policy that is optimized using RL-based
methods. In fact, the RL agent learns the optimal policy from valid
actions guaranteed by a controller. Therefore, the correctness of
the system execution is guaranteed since the controller
implements the system requirements that are formally specified
using Prism in the previous stage. Moreover, using Prism reward
structures and reward-based properties, given an environment
observation, each available safe action can be evaluated, and the
evaluations are inputted to the RL agent model. This
complementary information can significantly speed up the
convergence of the learning process, namely, the exploration
phase. The executor engine that includes the controller, observes

Controller

Environment
(Multi-robot cell)

RL agent

Environment state

Policy
update

Safe actions 
+ Evaluation

Selected action

Action reward

Figure 1: The controller-based safe reinforcement learning.

The controller synthesizes safe actions from the environment

observation including action evaluations for the RL agent.

the multi-robot cell and outputs a set of possible, safe and
requirements-compliant system actions including their evaluation,
e.g., cycle time, given the environment current state. The RL agent

selects actions to apply on the environment. Then, the
environment new state and the reward related to the applied
action are computed. The new state and reward are used to update
the agent policy. The goal of the RL agent is to optimize its
accumulated reward during its interactions.

3. Results and Evaluation.We experiment and showcase the
performance of our approach by implementing the RL agent using
RL techniques, such as Q-learning, a model-free RL technique, and
compared it with Monte Carlo Tree Search (MCTS), a heuristic
sample-based planning technique. We show that the RL agent can
produce, at run-time, event in robot interruption cases,
time-efficient action sequences to achieve optimal cycle time.
Prism can compute estimations of system properties, by sampling
random system executions using Statistical Model Checking
(SMC) [24]. This approach is useful in complex model checking
cases or for large models and improves our approach scalability.

2 BACKGROUND

2.1 Multi-Robot Task Planning

A robot task is defined as an activity that a robot can perform
during a certain time. We define a task as re-allocable when at least
two robots can execute the task. The task plan of a robot describes
which tasks must be achieved by the robot and the order in which
those tasks must be executed.

The task planning defines the task plan for each robot of the
production cell. We define multi-robot task planning as the robot
task planning for a multi-robot cell.

2.2 Multi-Robot Motion Planning

The robot’s motion is defined by the combination of a path and a
trajectory. A robot path defines the geometric representation of a
robot movement, i.e., the sequence of waypoints that the robot must
pass through during its motion. A robot trajectory defines a time-
constrained path, i.e., it defines, giving a path, the time constraints,
such as velocity, accelerations, and jerks on waypoints, including
the start and end path points.

The motion planning finds the collision-free path and trajectory
of a robot to move from an initial to a final robot configuration. In
the multi-robot context, we rather speak about multi-robot motion
planning.

2.3 Discrete-Time Markov Chain (DTMC)

A discrete-time Markov chain (DTMC) is defined by a tuple 𝑀 =

(𝑆, 𝑠𝑖𝑛𝑖𝑡 , 𝑃, 𝐿), where:
• 𝑆 ≠ ∅, is a finite set of states
• 𝑠𝑖𝑛𝑖𝑡 ∈ 𝑆 is the initial state
• 𝑃 : 𝑆×𝑆 → [0, 1] represents the transition probability matrix
with the constraint

∑
𝑠′∈𝑆 𝑃 (𝑠, 𝑠′) = 1,∀𝑠 ∈ 𝑆

• 𝐿 : 𝑆 → 2𝐴𝑃 , state labeling function with atomic
propositions, where AP is the set of atomic propositions.

An infinite or finite state sequence of a DTMC is called a path,
defined by 𝜌 = 𝑠0𝑠1𝑠2 . . ., where 𝑠𝑖 ∈ 𝑆 , and ∀𝑖 : 𝑃 (𝑠𝑖 , 𝑠𝑖+1) > 0.

A state 𝑞 ∈ 𝑆 is reachable from the state 𝑝 ∈ 𝑆 if a path can be
found from 𝑝 to 𝑞, i.e., ∃ 𝜌 : 𝜌 = 𝑝 . . . 𝑞. A state is reachable if it is
reachable from the initial state.



The research works in [15] introduced the Probabilistic
Computation Tree Logic (PCTL), an extension of the CTL [5, 6]
that defines temporal logic with time constraints. In the PCTL, the
temporal logic is specified as in CTL and the PCTL adds
probabilities to describe DTMC properties. The PCTL abstract
syntax is defined by:

𝜑 ::= ⊤ | 𝑞 | ¬ 𝜑 | 𝜑 ∧ 𝜑 | 𝑃∗𝑝 [ 𝜑 𝑈 𝜑 ], where 𝑞 is an atomic
proposition, 𝑝 is a probability, 𝑝 ∈ [0, 1], and ∗ ∈ {<, >, ≤, ≥}. 𝑈
is the temporal modal operator “until". 𝑃 expresses the probability
bound of the specified formula, i.e., the truthiness of the formula
with the probability ∗𝑝 .

Given a DTMC model and a PCTL formula that expresses a
property, the PCTL model checking checks if the model satisfies the
formula [15]. For example, the production cell must reach the end of
a cycle. Thus, the designed model must verify that the end of a cycle
can be reached with respect to environment assumptions. In our
problem settings, to verify that the robot cell cycle can complete,
the underlying DTMC model of the robot cell must be checked
against the reachability of the cycle end state. Indeed, we can use
the LTL F (eventually) operator: F 𝜑 ≡ true U 𝜑 .

2.4 Q-learning

In RL [19], Q-learning is known as a model-free method [40], i.e., it
does not require the environment (transition) model. The RL agent
learns a behavior or a policy by interacting with its environment
to reach its goal.

Given a state 𝑠 , inferred from the agent environment observation,
the agent selects an action 𝑎, among possible actions in that state,
observes the environment to retrieve a new environment state, and
receives a reward that is used to update its Q-table. The intuition
behind this is that by making several iterations in the future and
trying the possible actions, the Q-table will converge to the optimal
policy.

Given 𝑆 , the set of states, and 𝐴, the set of actions, the Q-values
are updated using temporal difference learning [40] inspired by the
following Bellman equation [2]:

𝑄 (𝑠, 𝑎) ← 𝑄 (𝑠, 𝑎) + 𝛼
[
𝑟 + 𝛾 · max

𝑎′∈𝐴
𝑄 (𝑠′, 𝑎′) −𝑄 (𝑠, 𝑎)

]
(1)

Where:
• 𝑄 (𝑠, 𝑎) is the Q-value of action 𝑎 ∈ 𝐴 selected by the RL
agent among the possible actions of the state 𝑠 ∈ 𝑆
• 𝑟 is the reward earned by the RL agent
• 𝛼 ∈ [0, 1] represents the learning rate
• 𝛾 is the discount factor
• 𝑠′ represents the state obtained applying action 𝑎 to the
environment.

The Q-learning method updates the optimal policy using Eq. (1)
while iterating over episodes.

During the system operation, the most promising action is
selected using the action with the highest Q-value given the
system current state.

3 RELATEDWORK

Planning safe robot motion can be achieved using linear temporal
logic (LTL) synthesis-based approaches, and the model can control

robots during their motion [16, 20, 42, 43]. These works described
how to specify, using LTL or its subset GR(1) [3, 32], the system
behavior as guarantees and the environment behavior as
assumptions. These approaches support the generation of robot
motion and robot task orchestration. These approaches can be
extended by taking into account probabilistic and real-time
constraints and can be improved using learning techniques as we
do in our approach. Moreover, these approaches require
improvements in scalability due to the LTL state space blow up.
Using SMC, our approach addresses this problem that occurs
mainly during the system verification process.

Some approaches [17, 30, 31, 37] used the behavior trees (BTs)
framework as a middle layer to integrate LTL synthesis with robot
motion and task planning to find maximal satisfying task
schedules. In fact, the BT models sets of tasks, where each that is
defined is a sub-tree. The goal is to provide independent modular
task formal representations. Thus, BT sub-trees can be replaced or
moved according to defined requirements. In contrast to our
approach that constructs a model-at-runtime, the BT-based
approaches do not yet cover run time constraints due to the offline
construction of the BT model.

To address the task allocation and planning under uncertainties,
Markov decision process (MDP)-based models model the robot
behavior and LTL for constraint specification [11, 23, 35]. These
approaches design a team of MDPs that are solved for LTL
constraints using Prism. However, the joint policy built using the
MDPs does not consider task dependencies and robot motion time
constraints to improve the cycle time. In contrast, our approach
build a Prism model that specifies tasks dependency constraints
(using guards) for valid action selection.

The integration of model checking with motion planning shows
that a solution for the task specification is proposed to address the
challenge of motion and action planning given LTL constraints [14].
In fact, the approach leverages the domain-specific knowledge and
the domain-independent knowledge. The former defines the robot
motion alongwith the workspacemodel, and the latter describes the
system actions, representing the robot capabilities. This increases
the loose coupling, scalability, and flexibility of the framework. We
take advantage of this architecture model to improve the scalability
of our approach. Instead of synthesizing the controller, which raises
scalability issues for large models, as in our use case, we verify
the system via SMC. During the system operation, we execute
the defined model that follows the model strategy. Moreover, we
improve the synthesized strategy using RL-based approaches.

RL is often used to solve decision-making problems, e.g., to avoid
the system making unrecoverable errors, but even with low rates,
such unrecoverable errors can appear because the agent can select
unsafe actions [29]. To address this problem, some approaches
proposed shield synthesis for safe RL [18, 21] to restrict agent
action space while optimizing agent performance. The shield can
correct the agent-selected action if it is unsafe [1, 9] or it first filters
out the unsafe actions, and the agent selects among the filtered
actions. The latter is known as the preemptive shield. The shield
is built using reactive synthesis from an LTL-based specification
and an abstraction of the environment model specified using MDP.
Our methodology uses a preemptive strategy. Our Prism model is
specified to avoid such unrecoverable actions to be selected during



the system execution or agent learning. The unrecoverable actions
are identified during the design phase and checked against the
Prism model using the Prism property specification.

4 PROBLEM DESCRIPTION

We consider a multi-robot cell that consists of robots, robot tools,
peripheral devices, workpieces, and objects such as part
positioners. We assume that the work cell is heterogeneous, i.e.,
the robot capabilities can differ from one robot to another, e.g., set
of spot welding, with pick-and-place robots. Each robot can move
in the work cell and achieve a set of tasks. Each robot has a motion
range and can share a workspace with other robots. Thus, there
are some task sets that a robot set can execute.

4.1 System Design

The system design requires the identification of relevant work cell
components and component properties. We identify the system-
and environment-related transitions. In fact, the robot current
location, the robot status (e.g., interrupted or not), the status of
tasks (completed or not), and the robot remaining time estimation
(when the robot will be available for a new task assignment) define
the environment variables. The robot task assignments define the
system variables, i.e., a system variable defines for a robot the task,
which is assigned to the robot. We define a multi-robot state as a
full assignment of environment and system variables. We define a
system action as a joint assignment of task to robots, i.e., an action
describes a full assignment of the robots with tasks. The
assignment of a task to a robot will trigger the corresponding
robot movement and task execution. For example, a welding task
assignment will make the robot to move to the welding point and
perform the welding process. This task assignment description is
similarly defined for glue, paint, pick and place tasks.

To understand these definitions, let us consider a multi-robot cell
with two robots 𝑟1 and 𝑟2 with their the home locations ℎ1 and ℎ2,
respectively. The tasks that robot 𝑟1 (resp. 𝑟2) can execute are 𝑡1, 𝑡2
and 𝑡3 (resp. 𝑡2, 𝑡3 and 𝑡4). We consider the movement of a robot to
its home location as a task that we define as 𝑡ℎ1 (resp. 𝑡ℎ2) for robot
𝑟1 (resp. 𝑟2). Tab. 1 defines the variables of this multi-robot cell
example. Each defined variable has a type (environment or system),
a description, and a domain. A variable domain defines the values
that this variable can take. According to this example, a system or
an RL agent action is defined as the tuple (𝑡𝑖 , 𝑡 𝑗 ) that assigns the
task 𝑡𝑖 ∈ {𝑡ℎ1, 𝑡1, 𝑡2, 𝑡3} to robot 𝑟1 and the task 𝑡 𝑗 ∈ {𝑡ℎ2, 𝑡2, 𝑡3, 𝑡4}
to robot 𝑟2.

4.2 System Rules

The production cell system to be built must manage the
orchestration of multiple robots, i.e., parallel movements, under
the consideration of the work cell requirements described in the
following rules.

• Each robot has a restricted workspace, thus having a set of
tasks that it can perform.
• A task assignment can be reallocated if the robot is
interrupted.
• A task must not be assigned to many robots at the same.

Table 1: Variable definition of a multi robot cell example

Variable type Description Domain

Environment Robot 𝑟1 current location 𝑡ℎ1, 𝑡1, 𝑡2, 𝑡3
Environment Robot 𝑟2 current location 𝑡ℎ2, 𝑡2, 𝑡3, 𝑡4
Environment Robot 𝑟1 remaining time Time in ms
Environment Robot 𝑟2 remaining time Time in ms
Environment Robot 𝑟1 status Boolean
Environment Robot 𝑟2 status Boolean
Environment Task 𝑡ℎ1 status Boolean
Environment Task 𝑡ℎ2 status Boolean
Environment Task 𝑡1 status Boolean
Environment Task 𝑡2 status Boolean
Environment Task 𝑡3 status Boolean
Environment Task 𝑡4 status Boolean
System Robot 𝑟1 task assignment 𝑡ℎ1, 𝑡1, 𝑡2, 𝑡3
System Robot 𝑟2 task assignment 𝑡ℎ2, 𝑡2, 𝑡3, 𝑡4

• An interrupted robot must go to its home location (e.g., for
repair).
• A robot returns to its home location when its tasks are
completed.
• A task must not be assigned to a robot if all its task
dependencies are not cleared.
• Any task assignment representing a potential collision must
be avoided.
• Incomplete tasks must be assigned so that completed tasks
are not assigned infinitely to the robots.

4.3 Environment Assumptions

The system engineer must define how the environment behaves,
more precisely, how the environment variables change during
production cell operation. We define the environment behavior in
assumptions as follows:
• When a cycle starts, all robots are ready to achieve tasks, are
not interrupted, are at their home position, and no tasks are
completed yet.
• At the end of a cycle, a new cycle starts.
• A robot first moves to the location where the task must be
completed and then executes it.
• A robot task cannot be unassigned if it is not completed
except if the robot is interrupted, i.e., if a robot is at a task
location or gets a new task and the task is not yet completed
it performs the task.
• A robot eventually completes its assigned task unless
interrupted.
• A robot can be interrupted at any time (robot failure and
repair).
• If a robot is interrupted, it must not complete a task.
• A robot is repaired only at its home position, i.e., if a robot is
interrupted, its status can only change at the home position..

5 METHODOLOGY

Our approach combines formal system specification and RL
techniques. The former permits the formal modeling, analysis and



verification of the system requirements, along with the
computation of a controller based on the Prism [22] simulation
engine. The later allows us to improve the system actions while
interacting with its environment according to optimization
criteria.

As shown in Fig. 2, we describe in three levels our approach
architecture. The first level, i.e., the informal level, consists of the
environment assumptions, e.g., a robot can be interrupted with
some probability, and system requirements, e.g., a robot can only
execute a set of task due to its working range. The second level,
i.e., formal level (Prism), consists of a Prism model that formally
specifies the environment assumptions, the system requirements,
and the reward structures, which are required for optimizations at
run time. The third level or run time level (Java) is made up of the
Prism simulator engine, a controller that uses Prism APIs and the
simulator engine to provide the next possible and
requirement-compliant system actions, and a controller executor.
The controller executor implements the strategy or agent policy to
optimize the making-decision system, i.e., finding the most
efficient task schedules giving the unexpected environment
behavior. In the following sub-sections we take a closer look at the
three levels.

Informal 
level

Environment
assumptions

System
requirements

Environment 
modules

System 
modules

Reward structures

Controller

Simulator engine

Formal 
level (Prism)

Runtime 
level (Java)

Controller executor

Figure 2: The methodology architecture in three levels

5.1 System Specification

The environment as well as the system can be modeled as a DTMC,
where environment and system transitions are performed one after
the other. Environment transitions update only the environment
variables, whereas system transitions update only the system
variables. Our approach requires the system description and its
requirements. As illustrated in Fig. 3, our process is threefold.

First, the prerequisites (i.e., the informal level in Fig. 2) are made
up of system requirements, robot cell constraints, and collision
constraints. A robot cell constraint can define for example
dependencies between robot tasks, i.e., task prerequisites, or tasks
that can only be performed when some tasks are already
completed. Due to working range constraints and requirements, a
robot can only execute a set of tasks. We leverage analysis
techniques for robot reachability and capacity to identify tasks
that each robot can execute [33, 38]. Collision constraints define

robot movements that must not occur during the robot cell
operation. Robot programmers can provide these prerequisites in a
robot development environment tool or a formal robot cell
specification [42]. Given the set of tasks a robot can perform, we
leverage trajectory planning techniques such as A-Star [8, 10, 25]
to compute all trajectories for each task. Synchronously, we run all
trajectory pairs to find all potential collisions. We mention that the
trajectories in the pair are from two different robots. Moreover,

System & property
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3D Roboterzelle3D RoboterzelleMC results

3D Roboterzelle3D Roboterzelle
(In)formal requirements
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Figure 3: The system specification process. The figure shows

how we build the controller based on Prismmodels, MC of

LTL properties to synthesize safe actions for RL agents.

this step requires time constraints on movements, interruptions,
and interruption probabilities. Based on the inputs above, we write
the Prism system model (see the formal level in Fig. 2) that defines
the system and the environment behavior, including the stochastic
environment events. The environment behavior also known as
environment assumptions (resp. system behavior or system
requirements) are specified using Prism modules that only control
environment (resp. system) variables and are called environment
(resp. system) modules. We also defined the reward structures for
system action evaluation at run time. This step also outputs the
Prism property specification model that defines, using probabilistic
temporal logic, the properties that the system must verify.

Second, we perform model analysis and model checking using
the Prism tool. In fact, the Prism system model is checked w.r.t.
the system requirements encoded in the Prism property
specification model. If model checking fails, the Prism system
model is refined accordingly to fulfill the system requirements. To
this end, Prism can generate, in some cases, a counterexample that
shows a sequence of states leading to a property violation. This
verification process permits at run time to avoid unsafe action
selections, e.g., an action that assigns two tasks to two robots,
which cause a collision between the two robots.

Finally, we integrate the Prism system model with a controller
that can be executed while the system is running (see the run time
level in Fig. 2). The controller executor runs the Prism system
and computes safe and requirements-compliant system actions



given the state of the environment. To this end, we use the Prism
simulator engine that uses Java-based APIs to run the Prism model.
Moreover, using the reward structures, the Prism simulator permits
computing, given a state, quantitative property estimations such as
cycle time for each possible system action. The controller strategy
refers to the controller implementation of the underlying Prism
model.

5.2 Prism Model Specification

The Prism model consists of constant definition, environment and
system modules. The constants define relevant multi-robot cell
configurations: the number of robots and tasks, robot bases,
interruption probability constraints, and time constraints for robot
movements, tasks and interruptions. The environment modules
specify environment transitions by defining rules to update
environment variables. In contrast, the system modules define
system transitions that update system variables. For each variable,
we define a Prism module and declare a the variable in the module.
Using the Prism synchronization feature, the environment and
system modules are activated in a turn-based fashion during the
Prism model execution.

Each environment (resp. system) module defines a local variable
that represents an environment (resp. a system) variable. At a given
time, the variable values of all modules represent a state of the
multi-robot cell. Each module behavior is specified by commands
that define how the variables change. A Prism command is defined
in Eq. (2) as follows.

[L] C→ prob1 : up1 + · · · + prob𝑛 : up𝑛 ; (2)

where L is the command annotation label that permits the
synchronization of commands having the same label; C is the
condition over the model variables. It activates the command
transitions that follow the right part of the right arrow (→).
Transitions are separated by the plus (+) operator. For
𝑖 ∈ {1, . . . , 𝑛}, prob𝑖 defines the transition probability and up𝑛 the
update expression that specifies new variable values of the module.

Lst. 1 shows some module command examples. Each command
has a label, a guard condition for the command transitions. The
first line updates the current location of robot R00 (cl00) when its
movement to its target (tl00) is completed. At line 2, the second
command updates the interruption status (ii00) using the
interruption probability constant (INT_PROB). The next line
specifies the task completion of the assigned task 0 (iv000). The
last command assigns the task 0 to the robot R00 (tl00).

The Prism model is verified using model checking with Prism
property specification. For example, to check that the production
cell completes its cycle infinitely often, we specified the following
property and checked against the Prism model:
P≥1 [ G F cycleCompleted ]. Moreover, we verified that once a
cycle is completed a new cycle start using the property
P≥1 [ G F (noTaskCompleted U cycleCompleted) ]. The
following non-exhaustive properties contribute to avoid collisions:
P≥1 [ !(F tl00 = tl01) ] prevents a task to be assigned to two
robots, and P≥1 [ !(F cl00 = cl01) ] prevents two robots to be on a
same position. An important property must also check that no
robot interrupts indefinitely P≥1 [ GF !ii00 ]. This property must
be verified for all robots.

5.3 System Performance Optimization with RL

We construct a learner that takes as input: the multi-robot cell
state and the available safe actions according to the environment
observation, including the action evaluations obtained by the
controller (see Fig. 1). The multi-robot cell state consists of the
value of the environment and system variables. The controller
defines the set of available safe actions given the multi-robot cell
current state. The computation of actions including their
evaluation, e.g., estimated cycle time, must be performed since the
action set can differ from an environment observation to another.
The goal of the RL agent is to learn the optimal policy by iterating
over episodes and updating its policy (Q-table for classic
Q-learning method using the temporal difference learning, as
defined in Eq. (1)). The RL agent selects the most promising action
with respect to its policy given the current environment state.

In tabular Q-learning, a multi-robot cell state (i.e., robot tasks,
robot status, and task status) is encoded in a Q-table, along with
the safe system actions provided by the controller given the
environment state. To illustrate the Q-table encoding, let us
consider a multi-robot cell of 𝑁 robots with 𝑇 tasks. We define the
set of robots R = {1, . . . , 𝑁 }, and the set of tasks
T = {1, ...,𝑇 ,𝑇 + 1, ...,𝑇 + 𝑁 }, where 𝑇 + 𝑖 is the task for the home
position of the robot 𝑖 ∈ R, which defines the movement of robot 𝑖
to its home position. For each robot 𝑟 ∈ R, we define: 𝐶𝐿𝑟 as the
current location, 𝑅𝑇𝑟 as the remaining time, 𝑅𝑆𝑟 as the robot
status, 𝑇𝑇𝑟 as the assigned task of the robot 𝑟 . We apply
unity-based normalization to normalize time values into the range
[0, 5], as shown in Eq. (3).

𝑋 =

⌊
5 · (𝑥 − 𝑥𝑚𝑖𝑛)
(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)

⌋
(3)

For each task 𝑡 ∈ T , we define 𝑇𝑆𝑡 as the task status of the task 𝑡 .
A state is defined by (𝐶𝐿𝑟 , 𝑅𝑇𝑟 , 𝑅𝑆𝑟 ,𝑇𝑇𝑟 ,𝑇𝑆𝑡 ) ∀𝑟 ∈ R, 𝑡 ∈ T , where
𝑇𝑇𝑟 defines the current task assignment. An action is defined by
(𝑇𝑇𝑟 ) ∀𝑟 ∈ R, which is the next task assignment. Let S be the set
of states and A be the set of actions. Then, the Q-table builds a
matrix and defines the function 𝑄 : S × A → R. The Q-values are
updated using the Bellman equation Eq. (1).

Thanks to the controller, learner exploration can be improved
using action estimations. Therefore, the available actions can be
sorted along with action estimations. The initialization of the RL
agent is performed using the action evaluation provided by the
controller, e.g., Q-values initialization: action estimation value for
all nonterminal states or 0 for the terminal state. The terminal state
corresponds to the end of cycle. Each training episode runs until the
cycle ends. We implemented the learner exploration applying the 𝜖-
greedy strategy for action selection at each training step. Once the
selected action is applied to the environment, the RL agent receives
an immediate reward defined as 𝑟 (𝑠𝑖 , 𝑡𝑖 ) that refers to the immediate
reward after reaching state 𝑠𝑖 and time 𝑡𝑖 . As illustrated in Eq. (4), it
sets the negative time elapsed as the reward on non-terminal state
and 0 otherwise.

𝑟 (𝑠𝑖 , 𝑡𝑖 ) =
{−(𝑡𝑖 − 𝑡𝑖−1), if 𝑠𝑖 is not terminal
0, otherwise (4)

To find the best learner hyper-parameter settings, we ran
experiments with different hyper-parameter values, and compared



Listing 1: Sample of Prism model module commands

1 [envRTPos] isEnvRTPosUp & !nextRMTNotDone00 & !atTarget00 -> (cl00 '=tl00);

2 [envInt] isEnvIntUp & notInterrupted00 & isNewAssign00 -> INT_PROB : (ii00 '=true) + (1-INT_PROB) : (ii00 '=false);
3 [envTask] isEnvTaskUp & notVisitedAndAssignedToNotInterrupted000 -> (iv000 '=true);
4 [sys00] !isEnv & !sysPlayed00 & tl00 !=0 & atTarget00 & !ii00 & !allCanDoTasksCompleted00 & isHomeVisited00 &

isCurLocVisited00 & mustBeCompleted000 & !iv000 & potentialCollisionR00L000 -> (tl00 '=0) & (isNewAssign00 '=( tl00

!=0));

the learner performance. The RL agent learns an optimal action
value in a given state or an action value function that models the
optimal expected long-term value or reward for an action in a
given state. The optimal action selection policy is based on the
Q-function and selects the action having the highest Q-value.

We integrated the Prism model execution with an RL agent
to optimize the model execution policy and compared the cycle
times obtained with state-of-the-art methods, namely, random and
MCTS. The former used random system action selection, while the
latter applied MCTS simulations for the system action selection.
We used the random policy execution as our baseline. The baseline
results are used for the model initialization of the RL agent, which
permits the speed-up of the agent policy convergence. Moreover,
the model is enriched with the cycle time estimations of possible
actions provided by the controller at run time. We use the following
settings for the RL agent: 𝜖 = max(0.02, 𝑒−0.01 𝑡 ) for the 𝜖-greedy
strategy, learning rate 𝛼 = 0.1, and the discount factor 𝛾 = 1. This
value of the discount faction significantly considers RL agent future
rewards. The action reward corresponds to the negative value of
the elapsed time when applying the agent-chosen action.

We leverage Prism to produce a controller that runs using an
underlying Prism model to produce safe actions for the RL agent.
Q-learning is used to further optimize this controller. More
interestingly, in Q-learning, the controller restricts or defines the
action space of the RL agent keeping the optimized controller safe
(see Fig. 1).

6 USE CASE

The motivation for our approach is inspired by an industrial case
study of a multi-robot spot welding production cell. Let us consider
the multi-robot cell of a car underbody, as illustrated in Fig. 4.
The production cell consists of four spot welding robots and a
workpiece (car underbody) placed on a part positioner. The robot
cell consists of four robots: R00, R01, R02, R03, and twelve spot
welding tasks on a car underbody: 0, 1, . . . , 11. A robot has a base
(home) position: the locations 12, 13, 14, 15 are bases for the robots
R00, R01, R02, R03 respectively, and the task feasibility of robot
are depicted in Tab. 2. In Fig. 4, we also highlighted the tasks that
each robot can perform due to the robot reachability range and
capability [33, 38]. Environment variables such as robot location,
robot status, and task status are updated via robot signals and spot
welding case sensors whose data is collected via specific function
calls. Simultaneous simulations of all trajectory pairs can identify
all potential collisions, e.g., if robot R00 must perform task 11, while
robot R02 must perform task 0. The process quality requirements
also define task dependencies, e.g., task 1 depends on tasks 2, and
7. These requirements and constraints are specified in the Prism
model.
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R00: 0, 1, 2, 3, 4, 9, 10, 11
Base: 12

R01: 2, 3, 4, 5, 6, 7, 8
Base: 13

R03: 3, 4, 5, 6, 7, 8, 9, 10
Base: 15

R02: 0, 1, 2, 8, 9, 10, 11
Base: 14

Figure 4: A multi-robot spot welding cell of a car underbody.

The figure shows four robots at their base location and the

spot welding points that each robot can process.

Table 2: The task feasibility of each robot. This figure shows

the spot welding task distribution by robot.

Robot Tasks

R00 0, 1, 2, 3, 4, 9, 10, 11
R01 2, 3, 4, 5, 6, 7, 8
R02 0, 1, 2, 8, 9, 10, 11
R03 3, 4, 5, 6, 7, 8, 9, 10

7 RESULTS AND DISCUSSION

In our experiments, we used a PC, with an Intel (R) Core (TM)
i5-8250U CPU, RAM 16.0 GB, on a x64-based processor, running
Windows 11.

To verify that the system reaches the end of the cycle, and apply
SMC, we specify the following property:
P≥0.98 [ F cycleCompleted ].

The Prism P operator is true in a state 𝑠 where the specified
bound probability (here ≥ 0.98) is met for paths starting from the
state 𝑠 , which satisfy the specified property (here F

cycleCompleted ). This property specifies the reachability of the
cycle end using the LTL operator F (eventually). The Boolean
expression cycleCompleted specifies that the cycle of the robot



Table 3: SMC results using SPRT

Path length

Robots Tasks Avg.

iteration

time (s)

Avg. Min. Max.

2 8 0.009 6.6 × 102 74 2554
2 12 0.016 8.4 × 102 99 4778
2 20 0.031 1.1 × 103 144 3254
2 30 0.100 1.1 × 103 229 3398
2 40 0.270 1.2 × 103 339 5544
3 12 0.019 8.3 × 102 149 2068
3 30 0.130 1.0 × 103 245 2255
3 40 0.340 1.0 × 103 371 3233
4 12 0.037 1.1 × 103 202 3323
4 30 0.190 1.2 × 103 335 2630
4 40 0.340 1.3 × 103 461 4030
5 30 0.220 1.4 × 103 343 2342
5 50 0.740 1.6 × 103 767 2790
6 30 0.240 1.6 × 103 701 2932
6 40 0.490 1.7 × 103 872 3301
7 50 1.000 2.0 × 103 928 3238
7 60 1.800 2.2 × 103 989 3168
8 40 0.690 2.1 × 103 692 3452
9 50 1.400 2.5 × 103 1306 3898
10 40 0.890 2.6 × 103 844 4080

cell is complete, i.e., all tasks are completed, all robots are at their
base and no robot is interrupted.

Using the Sequential Probability Ratio Test (SPRT) method [39],
we verified the Prism model of the use case (see [41]) and obtained
a positive result with the probability of 0.99, with 113 iterations
performed in 4.165 s. The average, minimum, and maximum path
lengths computed are 1.1×103, 202, and 3323, respectively, with the
maximal path length set to 10 000. For scalability testing purposes,
we varied the robot cell settings. The results of our experiments
are shown in Tab. 3. For all the experiments, the SPRT method
computed 113 iterations and obtained a positive result with the
probability of 0.99. Tab. 3 shows that the time required for the SMC
and path length increase with the number of robots and tasks. This
can be explained by the increase in the state space size. For example,
the system has at most 𝑟 × 𝑡 possible actions, where 𝑟 is the number
of robots and 𝑡 the number of tasks. Our approach can at least
support up to 10 robots and 40 tasks. Considering the scalability,
these results are satisfying for the industry current needs and our
use case.

In our experiments, we performed 2000 cycles, corresponding to
the number of proceeded car underbodies. We performed
experiments with and without probabilistic interruptions using
Prism guards. We should mention that all the compared methods
rely on the Prism model. Thus, the policy strategies are safe with
respect to safety requirements such as collision freedom and task
dependency constraints, but they differ in the action selection
strategy used. We did not find any violation of the safety
requirements. Illustrated in Tab. 4, the results of our experiment

Table 4: Cycle times achieved with 2000 cycles

Cycle time (s)

Method Int. Overall

(×103)
Avg. Imp.

(%)

Min. Max.

Random
0

38.09 19.04 11.63 29.94
MCTS 37.75 18.87 0.9 12.49 26.70
QL 37.60 18.80 1.3 11.59 25.89
Random

0.0125
58.59 29.29 11.34 88.49

MCTS 57.17 28.58 2.4 11.14 90.87
QL 56.52 28.26 3.5 11.91 92.49

show that the RL agent provided the best performance compared
to random and MCTS-based policies. The RL agent can therefore
optimally schedule task sequences under the consideration of
stochastic interruptions. The RL agent can find the most-efficient
task sequences, even in interruption cases and outperform random
and MCTS policies.

8 CONCLUSION

In this paper, we addressed the problem of efficient multi-robot
motion and task planning under the consideration of uncertainties,
tasks and real-time motion constraints using safe RL where the
controller guarantees the safety of the agent action selection. We
described the controller-constrained RL architecture, which extends
the traditional RL approach with a controller that guarantees the
correctness or validity of the agent actions. We also described how
we address the problem using the three level architecture from the
informal level that describes the environment assumptions, along
with the system requirements and constraints, to the runtime level
that specifies our model-at-runtime based on the second level that
formalizes and design the environment and system behaviors.

Using Prism, we specified the environment and the system
behaviors, including stochastic and real-time constraints. The
designed Prism model defines also reward structures to evaluate,
at run time, agent actions, and therefore considers quality
requirements for the online optimization of the system agent
performance. Using LTL formulae, we specified a property
specification model to verify the Prism model against the system
requirements. In fact, to validate the correctness of the system
specification, the system verification is performed using LTL-based
model checking approaches, such as SMC, which is appropriate for
large models or when traditional model-checking methods do not
scale well. The system execution is monitored, controlled using a
model-at-runtime, and optimized at run time through RL learning.
We applied our approach and experimented with an industrial use
case, and showed that the RL agent performs with the best results
over state-of-the-art methods.

Further research could involve experimentation on real
multi-robot cells, and on-the-fly model constraint changes, since
the model can become obsolete due to online requirement and
constraint adjustments. In the future, it could be interesting to
investigate how to improve the scalability of model-checking by
using for example learning approaches.
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